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Proton dynamics in the medium-strong intramolecular hydrogen bond of acetylacetone (Pentane-2,4-dione)
was studied using the mixed quantum-classical method density matrix evolution (DME). The proton involved
in the hydrogen bond was treated as a quantum particle, involving several vibrational levels, while the rest
of the system was treated using classical mechanics. Molecular simulations were performed in the gas phase
and in a chloroform solution. The effects of deuteration were also considered. The vibrational spectrum was
calculated by Fourier transform of the time-dependent expectation value for the OH bond length. In the
present case, we demonstrate by calculations and experimentally that coupling of the proton to the OO and
both CO bonds, which are attached to the hydrogen bond (indirect relaxation mechanism) is more important
than coupling to the solvent degrees of freedom in determining spectral shape.

1. Introduction

Proton-transfer processes are of central importance for
chemistry and biochemistry. Much experimental and theoretical
work has been associated with studies of these types of
processes. One of the manifestations of proton dynamics in
hydrogen bonds involving oxygen atoms as proton donors and
proton acceptors is a broadening of the asymmetric OH
stretching band found in vibrational spectra.

From the shape of the vibrational spectrum one can draw
conclusions about the strength of the hydrogen bond and the
shape of the proton potentials. A broad band is characteristic
for strong hydrogen bonds OH..O and can be assigned to
asymmetric OH stretching. The half-width of this band often
exceeds 2000 cm-1. On the other hand, weak hydrogen bonds
are associated with a high proton potential barrier, which is
typically associated with a high degree of asymmetry and a
much less pronounced broadening of the OH band that appears
at high frequency. A lot of effort has been directed toward
explaining the infrared spectral density of weak hydrogen
bonds.1-4 For a recent review see ref 5. The physical mechanism
causing the vibrational band broadening in solution has been a
subject of heated debate. For a general discussion concerning
the coupling effects on vibrational spectra see ref 6. Two
mechanisms have been proposed. In indirect mechanisms, the
OH vibration is coupled to the OO vibration and possibly to
some other intramolecular low-frequency modes of the hydrogen-
bonded system.7,8 Zundel and co-workers interpreted the
broadening of vibrational bands of strong hydrogen bond
systems in polar solution to be caused by coupling the OH
vibration to the fluctuations of the orientational polarization of
the solvent, the so-called direct mechanism.9,10

Hydrogen-bonded complexes in polar solution represent
complex systems that cannot in general, be treated analytically.
However, molecular simulations like molecular dynamics or
Monte Carlo can treat such systems numerically. Recently, a

number of molecular simulations have addressed the issue of
proton transfer.11-49

The proton is a light particle with a de Broglie wavelength
of 0.3 Å at room temperature. Classical mechanics is generally
inadequate for its treatment. Classical molecular dynamics
simulations are based on the premise that atomic nuclei obey
the laws of motion of classical mechanics on the Born-
Oppenheimer (BO) hypersurface.50 The BO hypersurface and
the forces associated therewith are either rigorously calculated
at every time instant, as is the case in the Car-Parrinello
scheme51 or approximated by computationally inexpensive
empirical atom to atom function. The results of classical MD
simulations become questionable when (i) high-frequency
vibrations, (ii) optical transitions, or (iii) proton transfer take
place. Proper theoretical treatment of such processes requires
quantum-dynamical methods. With currently available computer
power it is possible to treat only a few degrees of freedom
quantum-dynamically. A possible solution to this consists of
mixing quantum and classical worlds by embedding the quantum
subsystem in a classical environment.

Several methods have been developed for the treatment of
mixed quantum-classical systems. Path integral (PI) simula-
tions20,21 are based on the isomorphism between the quantum
particle and a necklace of beads. The difficulty in getting PI
methods to yield meaningful time-dependent quantities has
recently been overcome by the introduction of the centroid
dynamics PI method.18,19Recently, the Car-Parrinello method
has been combined with the path integral approach.52,53 Wave
packet dynamics is another powerful method for mixed quantum-
classical dynamics.54 Bala et al.14-17 applied this method to the
theoretical treatment of proton transfer in an enzymatic reaction.
Moreover, it was shown16 that the wave packet method yielded
results practically identical to those of the density matrix
evolutions (DME) method for the transferred energy when a
collinear collision between the quantum harmonic oscillator and
a classical atom was considered (vide infra). The surface
hopping (SH) scheme with the least number of switches55 mainly
differs from the DME scheme in the sense that the force acting
from the quantum system corresponds to the pure quantum state.
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The abrupt switching between the quantum states is associated
with a probabilistic algorithm involving a random number
generator. To conserve the total energy, ad hoc scalings of the
velocities for the classical particles are necessary. The number
of switches between the quantum states should be kept low.
Any abrupt transitions between the quantum states are justified
by semiclassical arguments. It is, however, worth emphasizing
that there is no rule in quantum mechanics that would postulate
the application of either the pure quantum state or mixed state
for calculation of the force.

The DME method56 is based on the coupling of the Liou-
ville-von Neumann equation (for the quantum subsystem) with
the classical equations of motion with which the rest of the
system is described. The coupling is performed in a self-
consistent way such that the total energy is a constant of motion.
The main characteristic of the DME method is that the force
acting on the classical subsystem originates from the mixed
quantum state and therefore means that DME belongs to the
class of methods that use Ehrenfest approach. The DME method
has been applied to a variety of systems: treatment of collisions
of the quantum harmonic oscillator and noble gas atoms57-59

and calculation of rate constants for the proton-transfer processes
in aqueous solution34,35 and enzymatic environments.60

In this article the dynamics of proton transfer in the
intramolecular hydrogen bond of acetylacetone (ACAC) in
chloroform solution is addressed. Asymmetric OH stretching
in ACAC is treated quantum-dynamically, while all other
degrees of freedom are treated by classical mechanics. The
effects of deuteration are also studied. The proton is tightly
coupled to the OO and both CO bond stretchings. These degrees
of freedom significantly distort the proton potential and the
proton “feels” them to be almost frozen. In the studied system,
intramolecular coupling is more important than coupling with
chloroform. The vibrational spectra are calculated from the time-
dependent expectation value of OH bond length and are
compared with the experimental spectra.

2. Proton Potential in Acetylacetone

The intramolecular proton potential in ACAC was calculated
using the density functional theory on the B3LYP/6-311+G-
(2d,2p) level and was fitted to a two-state empirical valence
bond (EVB) form. For all details of the EVB description of
ACAC see ref 61. The currently used EVB form is computa-
tionally inexpensive and is therefore suitable for numerical
calculations of the several matrix elements used in this study.
The proton potential depends on the OO distance and both CO
distances. Elongation of the OO distance gives rise to an
elevation of the barrier, while CO bond length fluctuations
introduce asymmetry to the proton potential. Apart from the
CO..H..CO moiety of ACAC, the rest of the intramolecular
degrees of freedom are described using the standard GROMOS-
87 force field62 for bond length, bond angles, and proper and
improper dihedral angles. All intramolecular nonbonding in-
teractions are excluded. Both methyl groups are treated as united
atoms. The interaction energy between ACAC and chloroform
is described by 12-6-1 terms. The atomic charges are calculated
using the Besler-Merz-Kollman procedure,63 which fits the
charges in such a way that they reproduce the electrostatic
potential in the vicinity of the molecule. The fitting was
performed with an included solvent reaction field using the
method of Miertusˇ et al.64 implemented in the Gaussian-9465

suite of programs. Thus, calculated atomic charges correspond
to the effectively polarized values. The atomic charges critically
depend on the OH bond length. Atomic charges are determined

for the OH bond lengths corresponding to its value for the
reactants, transition states, and the products. Only two calcula-
tions were required, due to the symmetry of reactants and the
products. For the other OH values the atomic charges are
calculated by parabolic interpolation. Variations in the atomic
charges with respect to the OO and CO distances are not
considered in this study. The variation of the atomic charges
with the proton transfer can be compared with the approach
proposed by Hynes and co-workers.47,43,49The applied Lennard-
Jones parameters are from the GROMOS-87 force field.62

Standard combination rules are used for calculating interaction
energies and the force for ACAC-solvent and solvent-solvent.
The Lennard-Jones part of the potential thus readsVLJ )
4εij((σij/rij)12 - (σij/rij)6), whereσij ) (σi + σj)/2 andεij ) (εiεj)1/2.
The nonbonding parameters used in this study are shown in
Table 1.

3. Flexible Chloroform Model

We applied the chloroform model proposed by Tironi and
van Gunsteren.66 This is an all-atom model and nicely repro-
duces experimental density and heat of evaporation. The original
chloroform model is rigid and, therefore, requires the application
of holonomic contraints such as SHAKE67 in molecular dynam-
ics simulations. We introduced the flexible chloroform model
here in order to have nuclear polarization and dynamic coupling
between the chloroform’s intramolecular degrees of freedom
and ACAC vibrations. Since we wanted to keep a simple
GROMOS functional form for the solvent, we modeled the
molecule using harmonic bond lengths and harmonic bond
angles with no cross terms. The force constants were adjusted
such that the calculated vibrational frequencies in the harmonic
approximation fit the experimental values. We gave special
attenton to low frequencies, which contribute significantly to
the thermodynamics, and to high frequencies (above 2000 cm-1),
which might be coupled to the OH vibrations. The harmonic
force constant for C-H stretching is 361.8 kcal mol-1 Å-2,
while for C-Cl strething it is 180.9 kcal mol-1 Å-2. The
harmonic force constant for Cl-C-H bending is 41.6 kcal
mol-1 rad-2, while for Cl-C-Cl bending it is 93.7 kcal mol-1

rad-2. The experimental and calculated frequencies in the
harmonic approximation are shown in Table 2. Agreement of
the calculated frequencies with the experimental values is fairly

TABLE 1: Nonbonding Parameters Used for the Molecular
Dynamics Simulation of acetylacetone in chloroform
solutiona

atom σ ε qR qTS qP

O1 2.870 0.2415 -0.597 -0.624 -0.621
C2 3.361 0.0970 0.679 0.745 0.784
C3 3.361 0.0970 -0.855 --0.902 -0.855
C4 3.361 0.0970 0.784 0.745 0.679
O5 2.870 0.2415 -0.621 -0.624 -0.597
C6 3.786 0.1800 -0.003 -0.039 -0.070
C7 3.786 0.1800 -0.070 -0.039 -0.030
H8 0.044 0.046 0.239 0.250 0.239
H9 0.0 0.0 0.471 0.488 0.471
C(s) 3.400 0.1017 0.179
H(s) 2.202 0.0197 0.082
CL(s) 3.440 0.2995 -0.087
CL(s) 3.440 0.2995 -0.087
CL(s) 3.440 0.2995 -0.087

a The atomic labels for acetylacetone correspond to those in Figure
1. The atoms assigned with a superscript (s) correspond to chloroform.
The chargesqR, qTS, andqP correspond to the Merz-Kollman atomic
charges for the reactants, transition states, and the products of the proton
transfer in acetylacetone.
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good. Determination of the dielectric constant using molecular
simulation is based on the distribution of the dipole moment
and it requires extremely long runs. The dielectric constant was
not calculated either for the original, rigid, chloroform or for
the present, flexible, model. Although it is believed that the
major contribution to the dielectric constant originates from the
orientational polarization, it would be a challenge to study the
effect of the flexibility on the dielectric constant.

4. Simulation Methods

The density matrix evolution (DME) method, which allows
the simulation of a quantum-dynamical subsystem embedded
in a classical environment, was applied for the simulation of
intramolecular proton tranfer in ACAC. The DME method is
based on coupling of the Liouville-von Neumann equation (for
the classical subsystem) with the classical equations of motion
(for the rest of the

system). The coupling is self-consistent; i.e., the total energy
and the total momentum are both constants of motion.

In the DME method the wave function of the quantum
subsystem was expanded on a properly chosen orthonormal
time-independent basis setφ.

whereê denotes the coordinate(s) of the quantum subsystem.
The time propagation of the quantum subsystem was performed
using time dependence of the coefficients in a linear combina-
tion. TheM × M density matrixG is defined asFnm ) cncm

+,
whereM is the number of basis functions applied in a linear
combination. Diagonal elements represent the populations of
the levels, while off-diagonal elements contain phase (coherence)
information.

TheH0 matrix elements were calculated numerically, where
Hnm

0 ) 〈n|H0|m〉 and H0 stand for the Hamiltonian of the
unperturbed quantum system. The perturbation Hamiltonian
matrix elements can be calculated from

whereR are the coordinate(s) of the classical particle(s) and
H′(R) stands for the interaction between the quantum and the
classical subsystems. The Hamiltonian matrixH(R) is calculated
by summingH0 and H′(R), and the energy of the quantum
subsystem is calculated as

This energy includes the kinetic energy of the quantum
subsystem, as well as the total potential energy of the combined

system; the kinetic energy of the classical system and the
interaction energy between the classical particles are not
included.

In DME the coupling between the classical degrees of
freedom within the quantum subsystem proceeds via the concept
of the Hellmann-Feynman force matrix. The force,FR

Q,
exerted by the quantum subsystem on any classical particle
coordinateR is the expectation value of-∂H/∂R, such that

The Hellmann-Feynman force matrix elements are defined as

The density matrix evolves with time according to the Liouville-
von Neumann equation

The classical equations of motion are integrated with a velocity
form of the Verlet algorithm using a time step of 1.0 fs. This is
an accurate integrator that requires two evaluations of the force
per time step. The Liouville-von Neumann equation is inte-
grated as a set of the ordinary differential equations of the first
order using the Runge-Kutta integrator of the fourth order with
a time step of 0.02 fs. When integrating classical atoms one
step forward the wave function representing the proton is kept
frozen; however when propagating the wave function forward,
the classical degrees of freedom are fixed. The proton was
modeled as a one-dimensional quantum particle using five
displaced simple Gaussians as basis functions. Simple Gaussians
are zero-order Gauss-Hermite polynomials that are eigenfunc-
tions of the quantum harmonic oscillator. Displaced simple
Gaussians are therefore suitable basis functions for describing
vibrational states. The basis functions are placed on a line
connecting the proton donor and the proton acceptor. During
dynamics the basis set is attached to the bisector of the OO
bond and moves with it. The proton potential corresponding to
the ACAC structure with equal CO distances of 1.284 Å, and
an OO distance of 2.523 Å was chosen as the reference state
for the calculation ofH0. The equilibrium positions and the
exponents of the Gaussians are optimized so that the variation-
ally calculated eigenvalues match the exact eigenvalues for a
given potential, calculated numerically by the shooting method.
The parameters of the applied basis set are shown in Table 3.
The basis set is orthogonalized using the canonical method.68

All the matrix elements apart from the overlap and the kinetic
energy are calculated numerically using an accurate 30 point
Gauss-Legendre quadrature. The matrix elements are calculated

TABLE 2: Calculated and Experimental Vibrational
Frequencies (cm-1) of the Applied Chloroform Model a

description calculated experimental

symm CH stretching 3033 3033
symm C-Cl3 stretching 589 674.5
Cl-C-Cl bending 288 364
H-C-Cl bending 1219 1219
antisymm C-Cl3 stretching 796 772
antisymm C-Cl3 bending 261.8 262

a Assignation of the frequencies was performed by visualization of
the normal modes.

TABLE 3: Basis Applied in the DME Calculation a

x0 R

1.045 22.6
1.145 18.2
1.245 17.4
1.345 18.2
1.445 22.6

a The basis functions are simple, one-dimensional Gaussians that
readΦi ) Ni exp(-R(ê - x0), Ni are normalization factors,x0 (Å) are
the Gaussian centers given as the distances from the proton donor, and
R (Å-2) are the exponents. Centers of the Gaussians are confined to
the OO line.

FR
Q ) Tr(GFR) (4)

Fnm,R ) 〈n|- ∂H
∂R|m〉 (5)

F̆ ) i
hh
(GH - HG) (6)

Ψ(ê,t) ) ∑
n)1

M

cn(t) φn(ê) (1)

H′nm(R) ) 〈n|H′(R)|m〉 (2)

EQ ) Tr(GH(R)) (3)
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over the original basis set. The matrix elements are calculated
over the orthogonal basis set35 using the transformation given
elsewhere.

For simulations of ACAC in chloroform solution the solute
is embedded in a cubic box of chloroform with an edge of 22
Å The spherical cutoff treatment using the shifted force method69

was employed. The cutoff radii of 10 and 8 Å for the long- and
short-range spherical cutoffs were used. The authors have
demonstrated improved results for simulations performed using
the shifted force scheme compared with the results of the
simulation using the applied conventional potential cutoff.69 The
classical atoms are coupled to the thermal bath using a
Berendsen’s thermostat70 with a reference temperature of 298
K and with a coupling constant of 0.1 ps. The condensed phase
simulations are performed at a constant volume. In the simula-
tion with no coupling to the thermal bath the drift of the total
energy is negligible. This confirms that the applied time steps
are small enough and that long-range electrostatics is treated
properly. After a careful equilibration of 50 ps, the simulation
runs are continued for 200 ps. The trajectory, including the
density matrix is stored every 4 fs in order to have sufficient
resolution to calculate the vibrational spectra. Vibrational spectra
are calculated from the time-dependent expectation value of the
proton position using the fast Fourier transform technique.
Electrical harmonicity of the hydrogen bond was assumed; i.e.,
the change of the dipole moment was assumed to be proportional
to the elongation of the OH bond. In principle, a spectrum
calculated in this way contains all the vibrational modes
associated with the simulated system. In the present study, only
the OH stretching is treated quantum-dynamically, while all
other degrees of freedom are treated classically. Such treatment
does not allow for a quantitative comparison between the
experimental and calculated parts of the spectra for bands not
associated with asymmetric OH stretching. A Gaussian filter is
applied in order to correct for the artifacts associated with the
finite length samples.

5. Vibrational Spectra

We performed measurements of the infrared spectra of
acetylacetone in 0.1 M chloroform solution, of deuterated
acetylacetone in chloroform solution, and of acetylacetone in
the gas phase. An infrared spectrometer Perkin-Elmer system
2000 was used for all the measurements. A gas cell with the
optical length of 10 m was used for gas phase measurements.
Although all experiments, apart from the gas phase, had been
performed previously,71,72we decided to repeat the IR measure-
ments. The solvent contribution was subtracted for spectra
recorded in solution. The spectra measured by us are in perfect
agreement with the previous measurements.

The experimental vibrational spectrum of acetylacetone in
chloroform solution shows a broad asymmetric OH stretching
band between 1800 and 3400 cm-1 with a center at 2750 cm-1

(Figure 2). The strong peak at about 1550 cm-1 corresponds to
carbonyl stretchings. The peak at roughly 2300 cm-1 was
assigned to the traces of carbon dioxide, while peaks slightly
above 3000 cm-1 could be assigned to the ACAC methyl group
vibrations. A narrow peak at 1600 cm-1 was assigned to the
keto form of ACAC.

The spectrum of deuterated ACAC in CDCl3 is shown in
Figure 3. Upon deuteration the band associated with asymmetric
OD stretching shifts down to 1950 cm-1, consistent with the
earlier assignment.71,72 The OD peak spreads between about
1800 and 2500 cm-1, although the boundary where the peak
ends is somewhat arbitrary, due to the fact that the peak is broad

and weak. The peak appearing roughly at 3000 cm-1 could,
again, be assigned to the methyl group vibrations and the
unexchanged H.

Broad absorption bands are characteristic for the strong
hydrogen bonds. The bands are red shifted upon deuteration.
These features are observed in the measured spectra shown in
Figures 2-4. The ring associated with the intramolecular
hydrogen bond in ACAC is a conjugated system associated with
a high electronic polarizability and a low intensity of the OH
asymmetric stretching.

Figure 1. Structure of the enol tautomer of acetylacetone.

Figure 2. Experimental IR spectrum of acetylacetone in 0.1 M CHCl3

solution.

Figure 3. Experimental IR spectrum of deuterated acetylacetone in
0.1 M CDCl3 solution.
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The gas phase spectrum is shown in Figure 4. The band
position and the shape corresponding to the asymmetric OH
stretching after subtracting the chloroform signal are not
significantly different from those found in the gas-phase spectra.
The assignation is the same as for ACAC in chloroform solution,
except that the signal associated with the keto form is absent.
Therefore, there is strong experimental evidence for the
dominant role of the indirect coupling mechanism in the
broadening of the vibrational spectrum in acetylacetone.

The quantum-dynamically calculated vibrational spectra are
shown in Figures5-7. The asymmetric OH stretching band
center appears at about 2800 cm-1, and it spreads between 2000
and 3700 cm-1. The corresponding simulated band in the gas
phase (Figure 6) is very similar to that found in chloroform
solution, although it is somewhat narrower. We cannot simply
explain the fine structure of the OH stretching band (Figure 5).
The mixed quantum-classical simulation used in the present
work is a numerical experiment with all the advantages and
disadvantages inherent to such treatment.

Upon deuteration the simulated OD stretching peak drops to
2000 cm-1 (Figure 7). The peak remains broad and spreads
between 1600 and 2700 cm-1. The simulated peak (Figure 5)
with the center at about 250 cm-1 can be assigned to the OO
stretching, while the weak peak occurring at about 1600 cm-1

can be explained by carbonyl stretchings. Such description of
the OO stretching deserves some comment. We are aware that
several normal vibrational modes contribute to the variation in

the OO distance. In principle one should couple each of them
explicitly to the proton potential. Since the parametrization of
such coupling would be computationally too expensive, we
decided to treat the OO distance as a special mode, following
the approach of Borgis and Hynes.73 Visualization of the
molecular dynamics trajectory confirms the assignment. More-
over, we performed the Fourier transform of the OO distance
as a function of time and once more confirmed the assignment.
In the present study, the change of the dipole moment associated
with the other intramolecular degrees of freedom, except the
OH stretching, was not quantitatively taken into account. Of
the intramolecular degrees of freedom, only the OO and the
two CO were coupled to the asymmetric OH stretching.
Therefore, the relative intensities of the other peaks are not
directly comparable to the experimentally derived values.
Moreover, the present simulations are relatively short (50 ps
equilibration followed by 200 ps sampling) and it is possible
that the equilibration is not perfect, specially for the gas-phase
simulation.

In one simulation, the intramolecular degrees of freedom of
ACAC in chloroform solution were frozen. The OO distance
was 2.543 Å and both CO distances were 1.284 Å. This resulted
in a symmetric double-well potential for the gas phase. The
calculated asymmetric OH stretching of rigid ACAC in chlo-
roform solution resulted in a narrow band with a center at about

Figure 4. Experimental IR spectrum of acetylacetone in the gas phase.

Figure 5. Simulated spectrum of acetylacetone in chloroform solution.

Figure 6. Simulated spectrum of acetylacetone in the gas phase.

Figure 7. Simulated spectrum of deuterated acetylacetone in chloro-
form solution.
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1100 cm-1 and a half-width of about 100 cm-1 (not shown),
which does not reproduce the experimental situation. This is
additional proof of the importance of intramolecular (indirect)
coupling for the shape of the band asociated with asymmetric
OH stretching in ACAC.

6. Conclusions and Perspectives

Calculations of vibrational spectra of acetylacetone (ACAC)
in chloroform solution and in the gas phase were performed
with molecular dynamics simulations using density matrix
evolution, a mixed quantum dynamical-classical method. The
present study demonstrates that it is possible to simulate the
vibrational spectrum of strong hydrogen-bonded systems in polar
solution. The simulated bands corresponding to asymmetric OH
(OD) stretching match the experimental positions and, in part,
their shapes. We demonstrate the importance of intramolecular
coupling in acetylacetone for the shape of the OH band. It is
worth emphasizing that the vibrational spectrum is extremely
sensitive to all details of the simulation, especially to the applied
force field, since it involves second derivatives of the potential.
Therefore, calculation of the vibrational spectra of hydrogen-
bonded systems offers a possibility for fine-tuning of the force
fields. During quantum-dynamical treatment, the Born-Op-
penheimer hypersurface is sampled around the levels of the
ground and the first vibrational states, not only around the
classical minimum. The primary aim of the present work is
calculation of the OH stretching band. The OH stretching was
treated quantum-dynamically, and the information concerning
the dipole moment was properly included. The information
concerning the change of the dipole moments associated with
the other modes, including the solvent, was not directly taken
into account. The appearance of the other modes is therefore
reflected in the calculated spectrum only via their couplings to
the OH stretching. Our approach is closely related to the
simulation of Zundel polarization in a model strong hydrogen-
bonded system.13 Our approach is related to the experimental
situation where the solvent signal is subtracted.

To reproduce the vibrational spectrum of the present system
(i.e., the band associated with asymmetric OH or OD stretching),
it was necessary to examine the proton potential on a high,
computationally intensive (B3LYP/6-311+G(2d,2p)) level and
fit it to a computationally tractable empirical valence bond form.
The spectrum was calculated from first principles using a mixed
quantum-classical MD. Chloroform was treated in atomic detail
and no “bath” approximation for the solvent was necessary.
Since the solvent’s electronic degrees of freedom follow the
proton, one needs, in principle, a polarizable solvent model.
Applications of the polarizable solvent model will be preferred
for future simulations of the proton transfer processes. Since
the simulated spectrum is very sensitive with respect to the
applied force field and other parameters of the simulation, it
can be used for fine-tuning the simulation parameters. In the
present study, the OO and CO vibrations were treated by
classical mechanics. However, quantum-dynamical treatment of
these degrees of freedom would be highly desirable and we hope
to apply it in future studies.

The DME method has many possible applications. Simulation
of proton transfer in the Mannich bases in polar solution74 is
also a possible future application of the DME method. Inclusion
of the external electromagnetic field into the mixed quantum-
classical simulation is possible44-46 and offers a possibility for
computational support of the pulse-echo experiments in the
infrared region. We hope to apply this method in the near future.
Replacement of the polar solvent with a fluctuating macromo-

lecular environment, such as an enzyme, is methodologically a
straightforward step but requires a lot of coding effort. We hope
to apply the DME method for the treatment of enzymatic
reactions in the near future.

Finally, we would like to say a few words about the validity
of the DME method. Full quantum treatment is currently
possible for only four atoms. Mixing of the quantum and
classical degrees of freedom always involves an approximation.
The basic difference between surface hopping (SH) and DME
is that, in the former case, the force acting on the classical
subsystem originates from the pure quantum states, while, in
the latter case, the force corresponds to its expectation value.
Neither DME nor SH can be derived from the Schro¨dinger
equation. For certain applications one method gives better
results, while for some other applications the other method
proves better. For the proton-transfer processes we have shown
that both methods give comparable results,75 which can be
contrasted with the results of Fang et al.42 There is still room
for further development of the methods involved in mixed
quantum-classical dynamics and its application for proton-
transfer processes in complex environments.
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